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Abstract

Reachability analysis and model checking of timed automata are now well-established techniques in the analysis of real-time control systems. The major limiting factor in their use, from a technical point of view, remains the state explosion problem. Symbolic representation of the state space often allows for the analysis of much larger systems than the point-wise representation which is common in enumerative analysis. In particular, the use of rooted, ordered binary decision diagrams (ROBDDs) has been successful, mainly in the analysis of hardware systems where the need for a compact representation of boolean functions is prevalent. However in software systems, it is often desirable to represent data types which are more complicated than booleans. The use of sharing trees [16], which eliminates the requirement to find a boolean encoding of all data types, may offer a more attractive alternative to ROBDDs in these circumstances. This paper considers the use of sharing trees in the context of automata derived from a timed algebra of asynchronous broadcasting systems. It suggests that an encoding of timing constraints may be more easily incorporated into a sharing tree representation of the state space than into one based on ROBDDs.

1 Introduction

This paper outlines an approach to the implementation of reachability analysis of timed automata derived from system models described using a timed process algebra. It suggests that the sharing tree data structure provides a compact encoding of both the discrete and continuous components of a state vector. The rest of the paper is organised as follows: section 2 briefly introduces $\text{CANDLE}$ [10], a language for modelling broadcasting real-time systems, which includes many of the features which one wishes to handle in automated analysis; section 3 briefly outlines an approach to timed reachability analysis of $\text{CANDLE}$ models and introduces the main data structures needed to support the analysis; sharing trees are introduced in section 4 and their application in reachability analysis is considered; related work is reviewed in section 5; section 6 concludes and proposes further work.

2 CANDLE

$\text{CANDLE}$ is an expressive real-time language with a comparatively simple operational semantics. It has been developed for the modelling and analysis of real-time systems which communicate using Controller Area Network (CAN) [9]. At the heart of $\text{CANDLE}$ is a core language, b$\text{CANDLE}$ which is a timed process algebra allowing the expression of system models consisting of a set of asynchronous processes, each having its own local data state and communicating by sending and receiving messages on one or more broadcast channels. A process can engage in three different kinds of basic action: 1) sending a message on a channel; 2) receiving a message from a channel and 3) performing an operation in a bounded amount of time, possibly transforming its local data state on completion. More complex process behaviour can be defined using sequential composition, guards on data states, non-deterministic choice and interrupt. A $\text{CANDLE}$ system consists of the asynchronous parallel composition of a fixed number of processes.

The semantics of a $\text{CANDLE}$ system is given by associating with it a timed transition system. A timed transition system $\mathcal{S} = (\Sigma, \sigma^T, \mathcal{L}, \rightarrow)$ is a tuple in which $\Sigma$ is the set of states, $\sigma^T \in \Sigma$ is the initial state, $\mathcal{L} = \mathcal{A} \cup \mathcal{R}^{>0}$ is the set of labels consisting of action labels $\mathcal{A}$ and time labels $\mathcal{R}^{>0}$ and $\rightarrow \subset \Sigma \times \mathcal{L} \times \Sigma$ is the transition relation which is required to be deterministic and continuous with respect to the passage of time. The semantics are given in detail in [10]. For the purposes of verifying a $\text{CANDLE}$ system, we work with a timed safety automaton [8] having a bisimilar transition system. We introduce timed safety automata briefly below.

Let $H$ be a set $\{h_0, h_1, \ldots, h_n\}$ of real-valued variables, called clocks, where each $h_i \in H$ ranges over the non-negative reals $\mathbb{R}^+$. A clock valuation is a function $v : H \rightarrow \mathbb{R}^+$ which assigns a value in $\mathbb{R}^+$ to each clock in $H$. We assume that $h_0$ is given the value 0 by every clock valuation. We denote by $v[H^t := 0]$, the clock valuation $v'$ such that $v'(h) = 0$ for all $h \in H'$ and $v'(h) = v(h)$ otherwise. For $t \in \mathbb{R}^+$, we denote by $v + t$ the clock valuation $v'$ such that
\( \nu'(h) = \nu(h) + t \) for all clocks in \( H \). 0 is the clock valuation which assigns 0 to every clock. A bound over \( H \) is a constraint of the form \( h_i - h_j \leq c \) where \( i, j \in \{0, \ldots, n \} \), \( h \in \{\leq, \geq\} \) and \( c \in \mathbb{Z} \cup \{\infty\} \). A clock constraint is a conjunction of bounds. We denote the set of clock constraints over the clocks \( H \) by \( \Phi(H) \).

A timed safety automaton (TSA) is a tuple \( A = (Q, q_I^T, A, E, H, I) \) where: \( Q \) is a finite set of control locations, \( q_I^T \) is the initial control location, \( A \) is a finite set of event names, \( E \) is a finite set of edges where an edge is of the form \( (q, \phi, a, X, q') \) where \( q, q' \in Q \) are control locations; \( \phi \in \Phi(H) \) is a clock constraint, \( a \in A \) is an event name and \( X \subseteq H \) is a set of clocks to be reset; \( H \) is a finite set of clocks, and \( I: Q \to \Phi(H) \) is a function which associates a time progress condition (or invariant) with each control location.

The semantics of the TSA \( A = (Q, q_I^T, A, E, H, I) \) is given by the timed transition system \( T[A] = (\Sigma, \sigma, L, \to) \) where \( \Sigma \) is the set of pairs \((q, v)\) such that \( q \in Q \) is a location of \( A \) and \( v \) is a clock valuation for \( H \) which satisfies the invariant \( I(q)\); \( \sigma = (q_I^T, 0) \) is the initial state; \( L = A \cup \mathbb{R}^{\geq 0} \) is the set of labels; \( \to \subseteq \Sigma \times L \times \Sigma \) is the transition relation containing transitions as follows:

- **Time transitions**: A state can change due to the elapse of time. There is a transition \((q, v) \stackrel{t}{\to} (q, v + t)\) if for all \( t' \leq t, v + t' \) satisfies the invariant \( I(q)\).
- **Event transitions**: A state can change by moving location. For each state \((q, v) \in \Sigma\), if there is an edge \((q, \phi, a, X, q') \in E\) such that \( v \) satisfies \( \phi \), then there is a transition \((q, v) \stackrel{a}{\to} (q', v[X := 0])\).

For a TSA derived from a CANDLE system model, a location comprises information about: 1) the currently active process terms, given as a set of integers \( \{p_1, p_2, \ldots, p_c\} \) for some variable number \( c \) where each \( p_i \) defines a marked place in a net-like representation of the process term for the model; 2) the values of all data variables, given as a sequence of values \( (v_1, v_2, \ldots, v_d) \) for some fixed number \( d \) of variables; and 3) the state of the network channels, given as a sequence of pairs \((s, m)\) where \( s \) gives the status of the channel, free, transmitting, etc. and \( m \) is a variable-length, priority ordered sequence of messages awaiting transmission on the channel. A CANDLE state vector, then, consists of a location as described above and a (set of) clock valuation \( (s) \), see figure 1.

### 3 Reachability Analysis

Of the several approaches to automated analysis of real-time systems, reachability analysis (RA) is one of the more easily implemented and informative. The basic reachability problem is to determine the set of system states which are encountered on any execution starting from some given state. RA allows the checking of safety properties of a system by answering the question: is it possible to reach an incorrect or unsafe state from an initial state. Other verification problems can be solved by building upon the solution of the basic RA problem [1]. Algorithm 1 outlines a basic algorithm for computing the set of states reachable from a given initial state.

**Algorithm 1 (Reachable States)**

\[
\text{VISITED} := \{(q^T, 0)\} \\
\text{WAITING} := \{(q^T, 0)\} \\
\text{while} \ \text{WAITING} \neq \emptyset \text{ do} \\
\quad \text{remove some} (q, D) \text{ from WAITING} \\
\quad \text{succ} := \{(q, D) : (q, D) \stackrel{E}{\rightarrow} (q^T, D) \land D \neq \emptyset\} \\
\quad \text{foreach} (q, D) \in \text{succ} \text{ do} \\
\quad \quad \text{if} \ \forall (q', D') \in \text{VISITED} \land D' \not\subseteq D' \text{ then} \\
\quad \quad \quad \text{add} (q, D) \text{ to VISITED} \\
\quad \quad \quad \text{add} (q, D) \text{ to WAITING} \\
\quad \text{fi} \\
\quad \text{od} \\
\text{od}
\]

The termination of the algorithm depends upon the construction of a finite quotient of the infinite transition system given by the TSA semantics. Important aspects of such a construction are 1) the use of symbolic states \((q, D)\) where \( q \) is a location as usual and \( D \) is a clock constraint system which represents the set of clock valuations satisfying it, and 2) the definition of a transition relation \( \rightarrow \) between symbolic states. Lack of space prevents us from giving further details here; the reader is referred to [15] for an excellent discussion of these issues.

The problem is to arrange for the compact storage of the set \( \text{VISITED} \) of visited state vectors, where a major difficulty has been to combine a good encoding of the locations (the discrete part of the system) with a good encoding for the clock valuations (the continuous part). This problem is addressed in the following section.

### 4 Sharing trees

The sharing tree data structure [16] has been designed for the compact storage of large sets of tuples. Their efficiency in the verification of untimed systems has been demonstrated; of particular interest to us is the work reported in [6, 7] which shows impressive space reductions for sets of state vectors.
in which each vector is very similar to the location component of a CANDELe state vector.

**Definition 1** A sharing tree is a rooted acyclic graph \((N, V, \text{val}, r, \text{succ})\) where \(N = N_0 + N_1 + \cdots + N_k\), with \(k \geq 0\), is a finite set of nodes which are organised into \(k + 1\) layers, \(N_i\) being the set of nodes of layer \(i\), \(0 \leq i \leq k\); \(V\) is a set of values, \(\top, \bot \notin V\), with valuation function \(\text{val} : N \to V \cup \{\top, \bot\}\); \(r\) is the root node, \(N_0 = \{r\}\) and \(\forall n \in N \cdot \text{val}(n) = \top \iff n \in N_0\); \(\text{succ} : N \to 2^N\) is the successor function which for a given node, \(n \in N_i\), identifies the set of all nodes, \(\text{succ}(n) \subseteq N_{i+1}\), which are directly descended from \(n\); and the following properties hold: 1) \(\forall i \mid 0 \leq i < k; \forall n \in N \cdot \text{succ}(n) \subseteq N_{i+1}\); each nodes has all of its successors in the next layer; 2) \(\forall n \in N, \forall s_1, s_2 \in \text{succ}(N) \cdot s_1 \neq s_2 \Rightarrow \text{val}(s_1) \neq \text{val}(s_2)\): a node does not have distinct successors with equal values; 3) \(\forall i \mid 0 \leq i \leq k, \forall n_1, n_2 \in N_i \mid n_1 \neq n_2 \cdot \text{val}(n_1) = \text{val}(n_2) \Rightarrow \text{succ}(n_1) \neq \text{succ}(n_2)\): if 2 or more nodes in the same layer have the same values then they have different sets of successors; 4) \(\forall n \in N \cdot \text{val}(n) = \bot \Rightarrow \text{succ}(n) = \emptyset\) 5) \(\forall n \in N \cdot \text{succ}(n) = \emptyset \Rightarrow (\text{val}(n) = \top \lor \text{val}(n) = \bot)\)

The elements of a sharing tree are just those tuples of values which occur by following a path from the root node to a node whose value is \(\bot\). For example, figure 2 shows a sharing tree representing the set of tuples: \(\{(a, b, d), (a, c, d), (a, b, d, e, g), (a, b, d, f, g), (a, c, d, e, g), (a, c, d, f, g),\}

The data compression achieved by a sharing tree arises from the guaranteed sharing of all identical prefixes and a ‘best-effort’ sharing of identical suffixes. It is clear that a set of state vectors will usually contain many states that differ in few components and so allow for considerable sharing. The use of a sharing tree for the state store in a reachability analysis requires the partitioning of each state vector (figure 1) into a tuple of values, where each tuple component is allocated to a distinct layer in the tree. The mapping of components of the state vector into tuple components and the ordering of components within tuples can have a significant impact upon the space reductions achieved. An important property of a sharing tree is that it can contain tuples of differing lengths. This allows considerable discretion in the mapping of variable length components of the state vector, for example the message queues. The key observation concerning the suitability of sharing trees in the analysis of timed systems is that the clock constraint component \(D\) of a symbolic state \((q, D)\) can be represented simply by one or more components of the complete state tuple and so can be easily incorporated into the state store. This contrasts significantly with approaches based upon a BDD representation of the state store where this integration is much more problematic.

## 5 Related work

Representation of timing constraints by DBMs was proposed by Dill [5] and has been preferred in the most efficient verification tools for timed systems, such as KRONOS [8] and UPPAAL [12].

Wong-Wei and Dill [14] and Balarin [3] have each shown techniques for encoding DBMs using BDDs and incorporating them into BDD encodings of the transition relation, approximating unions of zones using convex hulls. Bozga et al. [4] offer a canonical representation of discretized sets of clock configurations using NDDs\(^1\) [2], which are a BDD-based encoding amenable to combination with a symbolic representation of the discrete part of the system.

Larsen et. al. [11] propose a compact encoding

\(\{p_1, p_2, \ldots, p_c\}, \{(s_1, m_1), (s_2, m_2), \ldots, (s_n, m_n)\}, \phi_1, \phi_2, \ldots, \phi_n\)

<table>
<thead>
<tr>
<th>Control</th>
<th>Data</th>
<th>Network</th>
<th>Clock Valuation</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOCATION - q</td>
<td>CLOCK VALUATION(S) - D</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
for DBMs which provides a minimal and canonical representation of clock constraints and allows for efficient inclusion checking between constraint systems. They do not consider how this representation may be combined with a symbolic representation of the rest of the system. Their approach is orthogonal to ours and it would be interesting to consider their combination experimentally.

Larsen et. al. [13] have recently proposed clock difference diagrams as a data structure for the compact representation of unions of zones. CDDs show some similarities both with BDDs and sharing trees. As far as we know, they remain to be used in practice.

6 Conclusions and further work

In this paper, we have proposed the use of sharing trees for the representation of the state space in the reachability analysis of timed systems. We believe that there is good reason to suppose that such a representation will offer significant space reduction, particularly in the analysis of asynchronous, data-bearing systems. The use of this representation comes with a time cost by comparison with the use of a traditional hash table but there is no reason to suppose that this penalty will be any greater in the analysis of timed systems than it is in the analysis of untimed systems where it has been shown to be acceptable in many circumstances [6, 7]. These conclusions remain to be confirmed by experiment.
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